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Figure 1: Overview of our social platform for LLM evaluation and auditing. (A) Users interact with open-source user interface,
which allows them to easily switch between many models and submit their chat logs including model details and user informa-
tion to community datalake. (B) Automated evaluation pipeline analyzes collected chat logs for comparative analysis based on
user feedback, enabling a preliminary quantitative assessment of model performance and satisfaction. (C) Crowdsourcing in
specialized sub-communities conducts double-blind evaluations of chat logs, eliciting feedback on desired model behaviors,
facilitating qualitative analysis, and aligning model development with sub-community preferences. (D) Aggregated evaluations
from automated and crowdsourced pipelines inform the development of community-specific model configurations and provide
curated datasets, enabling tailored LLM solutions. Users receive comprehensive evaluation results and recommendations for
effective model and prompt configurations, fostering continuous improvement based on real-world usage and community
feedback.

ABSTRACT
In the emerging landscape of large language models (LLMs), the
imperative for robust evaluation and auditing mechanisms is para-
mount to ensure their ethical deployment and alignment with user
needs. This workshop paper proposes a novel framework for the
human-centered evaluation and auditing of LLMs, centered around
an open-source chat user interface (UI) that facilitates direct inter-
action with a wide range of models. This approach allows for a
collection of rich datasets critical for nuanced evaluation from a di-
verse spectrum of user interactions. Building on this foundation, we
propose a social platform designed to leverage the collective intelli-
gence of its users through crowdsourcing, enabling the evaluation
and auditing of LLMs across various domains. This platform sup-
ports a dual-layered evaluation pipeline: an automated preliminary
assessment based on user feedback and a deeper, community-driven
analysis within domain-specific subcommunities. The culmination

of this process informs the development of tailored model configu-
rations and curated datasets, ensuring that LLMs serve the specific
needs of different user groups. By combining an open-source UI
with a socially-driven evaluation platform, our approach fosters a
community-centric ecosystem for continuous LLM improvement,
emphasizing transparency, inclusivity, and alignment with human
values.

CCS CONCEPTS
• Human-centered computing → Interaction design; Natural
language interfaces; • Computing methodologies→ Natural
language processing.
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1 INTRODUCTION
The rapid advancement of Large Language Models (LLMs) suggests
a critical need for interactive human-centered evaluation and audit-
ing methods that capture howwell these systems work [6]. Thus far,
LLM evaluation has relied heavily on benchmarks that summarize
LLM performance but often fail to capture the nuanced require-
ments of different user contexts and needs, as every evaluation
set represents some set of perspectives of users and contexts, mak-
ing them limited in some ways. On top of the core challenge that
creating an evaluation set requires prioritizing views and values
over others, there are other concerns with the current evaluation
paradigm regarding issues of dataset leakage and the resulting
overfitting to evaluation data [17].

One avenue for enabling improved LLM evaluation and auditing
is to design new interfaces and platforms that allow users to opt-in
to sharing “in the wild” data. Some efforts to integrate evaluation
interfaces with crowdsourcing platforms already exist. For instance,
Chatbot Arena [15] from Lmsys draws on gamification patterns
from social computing [12]. However, there are a number of down-
sides to existing implementations: designing an ecologically valid
environment is challenging and users who participate more heav-
ily may be much more heavily weighted than others. This lack of
representation is especially pertinent for using crowdsourced data
to evaluate and audit LLM usage in domains like workplace and
education settings, where the context of use is crucial.

In this workshop paper, we describe early stage research aimed
at applying an open-source user interface (UI) and a social platform
to the problem of LLM evaluation and auditing. We describe the
potential for designing a social platform that allows communities
or individuals who operate local, decentralized LLMs to opt in to
share data for evaluation and auditing. We discuss both aspects
of the local LLM interface that are relevant to auditing, as well
as propose an initial set of design goals for a social platform that
provides incentives for high-quality data sharing and describe in-
progress work to achieve these design goals. We emphasize a core
challenge that will become increasingly salient to both HCI and ML
researchers: as “local LLM” offerings proliferate and offer users a
chance to decentralize and opt out of data collection, how can we
provide hubs that foster symbiotic relationships? In other words,
what interface and platform design considerations are needed so
that individual LLM users, communities of users, and the LLM
research community all stand to benefit?

Our work draws heavily on social computing and crowdsourcing
with the aim of incorporating many user perspectives. By gather-
ing a richer, more representative dataset that reflects the varied
ways in which different communities interact with LLMs, we can
attain a more nuanced understanding of model performance across
different contexts and use cases. This approach with open-source
user interfaces also offers the potential to integrate evaluation more
seamlessly into the workflows of people using LLMs for work or
personal reasons, allowing for the continuous evolution of evalua-
tion metrics in line with changing user needs and preferences.

1.1 Contributions
This workshop paper makes two primary contributions. First, we
describe how open-source, extensible, and locally capable inter-
faces (as opposed to interfaces operated through private services)
for LLMs can help support evaluation. Second, we describe how
social platforms that incorporate elements of crowdsourcing and
data sharing might enable highly pluralistic evaluation studies and
audits (i.e. evaluations with more perspectives and values repre-
sented) Additionally, we raise the ethical challenges surrounding
data collection and the potential for peoples’ values to conflict that
are inherent in this approach.

Our paper aims to support a paradigm shift towards LLM eval-
uation that emphasizes insights and frameworks from HCI and
social computing. With appropriately designed interfaces and so-
cial platforms, the research community can benefit from online
communities that opt-in to share data in the form of new datasets
for evaluation and auditing that represent a broader set of user
needs and human values.

In the subsequent section, we delve into the importance of lever-
aging user interface interactions for evaluating LLMs. Here, the
emphasis is placed on the significance of utilizing an open-source
user interface, which not only facilitates seamless interaction with
many models but also serves as a cornerstone for employing crowd-
sourcing as a tool for overcoming the existing limitations in LLM
evaluation methodologies. Critically, there are several lines of work
from open-source software contributors that already exist, and we
describe how the research community might leverage these efforts.

Building upon the groundwork laid by the open-source user
interface, the following section explores the role of social platforms
in the realm of LLM evaluation. This discussion is not just con-
fined to the symbiosis between user interfaces and crowdsourcing
techniques but also extends to the concept of data curation via
community-driven evaluation. We highlight the necessity of strik-
ing a balance between centralized and decentralized evaluation
practices and explore future potentials and the challenges inher-
ent in cultivating a social networking ecosystem dedicated to the
nuanced evaluation of LLMs.

2 EVALUATING LLMS THROUGH USER
INTERFACE INTERACTION

2.1 The Interface as a Evaluation Tool
The interface that somebody uses to interact with LLMs can mas-
sively impact how the underlying system is evaluated. The user
interface, by its very nature, is intrinsically linked to the user experi-
ence. It serves as the primary medium through which users interact
with LLMs, thereby playing a critical role in shaping their percep-
tions and overall satisfaction with the model. Every assessment of
an LLM, implicitly or explicitly, involves an interface through which
the model’s capabilities are accessed and judged. Therefore, the
interface becomes a fundamental aspect of the evaluation, offering
a window into how users naturally engage with the model.

By integrating interface evaluation into the assessment of LLMs,
we ensure that our understanding of these models is grounded in
real-world usage, thereby enhancing the relevance and applicability
of our findings. This section delves deeper into the rationale and
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advantages of considering the user interface as an essential part of
evaluating LLMs.

A key challenge in LLM evaluation is ensuring that the results
are reflective of real-world usage and ecologically valid. Widely
used open-source chat interfaces [1, 7, 10, 13] allow us to capture
a more realistic picture of how LLMs are used in various contexts.
For instance, the manner in which a user interacts with an LLM for
educational purposes can vastly differ from how they might use it
for creative writing or coding assistance in workplace settings [14].

The dynamic nature of user interfaces also supports continuous
and evolving evaluation. As users interact with LLMs, their needs
and expectations may change, and new challenges may emerge.
A one-off evaluation process cannot capture this evolution. How-
ever, by leveraging user interfaces, we can continuously gather
data and feedback, adapting the evaluation process to match the
evolving landscape of LLM usage. This approach ensures that the
evaluation remains relevant and aligned with current user needs
and expectations.

The diversity of users interacting with LLMs through interfaces
ensures that evaluations capture a wide range of perspectives and
use cases. This diversity is critical for developing LLMs that are eq-
uitable, fair, and broadly applicable. By analyzing data from various
users, we can identify and address biases or gaps in the model’s
performance, ensuring that the LLM is effective and appropriate
for a wide array of users and scenarios.

2.2 Case Study of an Extensible Interface for
Evaluation: Open WebUI

The evaluation of LLMs has reached a critical juncture where tradi-
tional metrics and benchmarks no longer suffice [17]. Open WebUI
[13] is an open-source software (OSS) interface for local (e.g. Meta’s
downloadable Llama 2) and/or private (e.g. OpenAI’s GPT) LLMs.
Its design and functionality offer a novel paradigm that aligns more
closely with the real-world usage and expectations of LLMs. In the
subsequent paragraphs, we delve deeper into the various facets that
make Open WebUI an invaluable tool in the evaluation landscape
of LLMs.

The primary strength of open-source UIs like Open WebUI lies
in their ability to obtain data from real-world interactions between
users and LLMs. Open WebUI, being an open-source LLM UI that
operates entirely locally, in contrast to platforms such as ChatGPT
which run on centralized servers [8], offers end-users a similar
experience to using ChatGPT that they’re accustomed to. This local
deployment capability allows Open WebUI to be used in a variety
of settings, from high-security environments to remote locations
with limited internet access. Its open-source nature not only democ-
ratizes the evaluation process but also fosters a community-driven
approach to understanding and improving LLMs.

Additionally, Open WebUI enables users to interact with multi-
ple LLMs in various configurations including OpenAI APIs within
the same UI. This flexibility is crucial in evaluating the models’
performance across different settings and use cases. It opens av-
enues for comparing different models under identical conditions, or
the same model under varying conditions, providing a rich dataset
for nuanced analysis. This level of customization and flexibility in
evaluation cannot be achieved in traditional evaluation methods.

Unlike isolated testing environments, open-source UIs including
Open WebUI enable users to engage with LLMs in their natural
digital habitats – be it for work, education, or personal use. This
real-world interaction data is invaluable, providing insights into
how LLMs perform under diverse and often unpredictable condi-
tions. By analyzing these interactions, we can gauge the practical
utility, adaptability, and reliability of LLMs in actual usage sce-
narios. Furthermore, Open WebUI’s local execution allows for the
collection of data on model speed and performance across various
hardware configurations. This aspect is crucial for stakeholders
who need to understand the operational requirements and limita-
tions of LLMs in different hardware environments. By providing
insights into how LLMs perform on diverse hardware, Open WebUI
enables a more holistic analysis, aiding in the optimization of LLMs
for a wide range of applications.

One of the notable advantages of Open WebUI, which could
also be easily extended and implemented to other open-source UI
projects, is its streamlined data exportability. This feature signifi-
cantly facilitates the use of its existing userbase for data collection
in evaluations. Open WebUI enables a seamless aggregation of user
interaction data, which is crucial for conducting evaluations that
are both accurate and reflective of diverse real-world scenarios. His-
torically, such in-depth and varied data collection was exclusively
achievable in industry environments, where companies could tap
into their captive audiences with their centralized systems [2, 3, 8].
Open WebUI, by contrast, presents a more transparent and accessi-
ble option, breaking down barriers that previously limited research
to industry confines via crowdsourcing. This not only empowers
researchers to develop more robust evaluation metrics but also
opens up a multitude of opportunities for experimentation and
analysis with real-life usage data. The potential applications of
this approach are vast, extending well beyond mere evaluation to
explore uncharted territories in LLM application and performance.

2.3 Crowdsourcing as a Method for Evaluation
A fundamental advantage of crowdsourcing in LLM evaluation is
its ability to capture a wide range of user interactions, encompass-
ing diverse languages, cultural contexts, and application domains.
Traditional evaluation methods often rely on a limited set of bench-
marks or datasets, which may not adequately represent the vast
array of potential LLM users. Open-source UIs, by facilitating user
interactions from various backgrounds and with different needs,
can gather data that is more representative of the global user base.
This inclusive data collection is crucial for identifying and address-
ing biases in LLMs, ensuring that these models are fair and effective
for a wide spectrum of users.

The crowdsourced approach also enables the rapid identification
of issues and challenges within LLMs. In a traditional evaluation
setting, the process of identifying flaws or biases is often slow and
iterative, typically confined to the perspectives of a small group
of developers or evaluators. In contrast, crowdsourcing allows for
immediate feedback from a large and diverse user base. This feed-
back is not limited to technical performance but also includes the
ethical and social implications of LLM responses. Users can report
inappropriate or biased responses, unusual behavior, or other issues
which can then be quickly addressed by developers.
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2.4 Enhancing User Engagement in
Crowdsourcing LLM Evaluation

The success of evaluating LLMs through user interfaces like Open
WebUI, hinges critically on active stakeholder participation. This
engagement is not merely about having users interact with the
models; it is about involving them deeply in the evaluative process,
thereby transforming them from passive consumers to active con-
tributors. Thus, encouraging broad user participation is not just a
supplementary goal; it’s a fundamental requirement for the validity
and effectiveness of this evaluation method.

2.4.1 Creating a Community-Centric Evaluation Ecosystem. The
first step towards enhanced user engagement is the cultivation of
a community around the LLMs. This community should be built
on the principles of collaboration, shared learning, and mutual
benefit. By participating in the evaluation process, users not only
contribute to the improvement of the LLM but also gain insights
into its capabilities and limitations. This two-way street creates a
sense of ownership and responsibility among the users, which is
crucial for sustained engagement.

2.4.2 Gamification and Recognition. Gamification elements can
significantly boost user engagement [4, 12]. Incorporating elements
like badges, leaderboards, or points for active contributors can
create a more engaging and rewarding experience. Recognizing top
contributors publicly within the community not only motivates
them but also inspires others to participate actively.

2.4.3 Facilitating Peer Learning and Sharing. Encouraging users to
share their best practices, interesting findings, and custom prompts
can foster a learning environment within the community [5]. This
peer-to-peer interaction ensures that users are not just contributing
data for evaluation but are also learning from each other, making
their participation more rewarding.

2.4.4 Open Question: Effective Strategies for Sustained Engagement.
The strategies outlined above lay the groundwork for fostering
active and meaningful user engagement in the evaluation of LLMs
through Open WebUI. However, the question remains: how can
we implement these strategies most effectively? This is not just a
matter of logistical planning but also of understanding the diverse
motivations and constraints of potential users. What incentives will
be most compelling? How can we balance the need for high-quality,
meaningful interactions with the desire to involve as many users
as possible? These questions lead us to the next section, which
will explore potential solutions and blueprints for incentivizing
participation, ensuring that users are not only willing but also
eager to contribute to this crucial evaluative endeavor.

3 SOCIAL PLATFORMS FOR EVALUATION
AND BEYOND

The integration of social platforms in the evaluation of LLMs marks
a significant shift in our approach towards understanding and im-
proving these technologies. This section delves into the multifac-
eted role of social platforms in LLM evaluation, emphasizing the
dynamic interplay between user interfaces, crowdsourcing meth-
ods, and community-driven data curation. First, we highlight the
delicate balance required between centralized and decentralized

evaluation ecosystems, advocating for a middle path that lever-
ages the strengths of both to foster open research and diverse
perspectives. Subsequently, We explore the existing landscape, fu-
ture possibilities, and the inherent challenges of building a social
network-like ecosystem for LLM evaluation.

3.1 Navigating the
Centralization-Decentralization Spectrum

Our proposed social platform operates on the principle of finding
an optimal balance between centralization and decentralization
of the overarching context in which LLMs are operated (see e.g.
discussion of the complexity of decentralization as a concept and
rhetorical strategy[9]). This balance is crucial for capturing a broad
and diverse range of data and perspectives, which is essential for
effective evaluations of LLMs.

A centralized approach, while efficient in data collection, may
fail to capture the nuanced needs and contexts of a diverse user
base. A purely centralized approach also risks homogenizing the
data collected, primarily representing the active user base while
sidelining the perspectives of potential users and non-users. This
narrow data capture might fail to reflect the diverse contexts in
which LLMs operate, limiting the model’s ability to generalize
across different populations and use cases. Moreover, centralization
often places barriers to open science, making it challenging for
the academic community to access, utilize, and contribute to the
dataset, thereby stifling collaborative innovation and transparency
in LLM development.

On the other end of the spectrum, decentralization offers a dis-
tributed model of data collection and management, where control
and ownership are spread across a wider array of participants. This
approach naturally facilitates a broader capture of data and perspec-
tives, as it empowers users from varied backgrounds to contribute
their unique interactions and feedback. However, the challengewith
decentralization lies in aggregating sufficient data to achieve mean-
ingful insights and evaluations. Without adequate participation, the
data collected may be too sparse to inform robust LLM evaluations
or to understand complex user interactions comprehensively.

Our platform aims to mediate this spectrum by encouraging
broad participation and allowing users control over their data, thus
ensuring a rich dataset that encompasses a wide array of inter-
actions and perspectives. To ensure the platform’s success in at-
tracting and retaining a diverse user base, it is imperative to create
incentives for participation. Recognizing contributors for their valu-
able insights or data that leads to model improvements can motivate
ongoing engagement. Additionally, the platform must appeal to a
variety of users, from casual conversationalists to professionals in
need of reliable decision-support tools. This diversity is vital for
evaluating LLMs across different scenarios, ensuring the develop-
ment of models that are robust, reliable, and broadly applicable.

3.2 The Current Landscape and Future Vision
Currently, Open WebUI’s social platform stands at the forefront of
integrating LLM interaction with the dynamic of social platforms,
creating an ecosystem where users can actively participate in the
evaluation and enhancement of LLMs [13]. This integration not
only enhances user engagement but also fosters a collective space
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for learning, sharing, and customizing model interactions. The
platform’s features, such as sharing model configurations along
with chat logs and engaging in collaborative prompt engineering,
demonstrate the potential of this hybrid model to significantly
impact the field of LLM evaluation.

Looking forward, we imagine a social platform that not only
supports interaction with LLMs but also enables users to actively
engage and contribute in the evaluation and development process.
This future platform would function almost like a social network,
but with a focused purpose: to collaboratively improve LLMs. A
crucial aspect of this vision is acknowledging that community in-
volvement in curating and evaluating datasets leads to more refined,
representative, and community-led methodologies [11]. This en-
gagement deeply enriches the AI evaluation process, ensuring the
development of technologies that are not only technologically ad-
vanced but also in tune with the diverse needs and perspectives of
the user community. By embracing community-driven evaluation
and dataset curation, our social platform can leverage the collec-
tive wisdom and diversity of its users to foster a more inclusive,
accurate, and effective LLM evaluation ecosystem.

3.3 Crowdsourcing Methodology for Evaluation
Our social platform introduces a dual-track evaluation pipeline
designed to harness the power of crowdsourcing for the nuanced
assessment of LLMs. This novel approach combines automated eval-
uation with deep, community-driven auditing to offer a compre-
hensive evaluation framework that is both scalable and adaptable
to diverse user needs and preferences.

Automated Evaluation Pipeline: At the foundation of our
evaluation framework lies the automated pipeline, which utilizes
the raw chat logs collected from user interactions with LLMs. Each
interaction is tagged with models utilized and its IDs, allowing
for an organized comparative analysis based on user feedback, ex-
emplified by mechanisms such as "thumbs up" or "thumbs down"
ratings or response regeneration history. This system facilitates a
preliminary, quantitative assessment of model performance and
user satisfaction, acting as a crucial initial filter within our compre-
hensive evaluation framework. The automated pipeline’s efficiency
lies in its ability to quickly aggregate and analyze vast amounts of
feedback, providing a baseline understanding of model strengths
and areas for improvement.

Community-Driven Evaluation Pipeline: Building upon the
automated evaluation, we further refine our evaluation process
through a robust, crowdsourced pipeline. This pipeline leverages the
intrinsic value of the platform’s diverse subcommunities—groups
with specialized interests or expertise, such as those focusing on
medical, legal, or programming domains. By engaging these groups
in a double-blind review of chat logs and model interactions, we
solicit deeper, qualitative insights into model performance. Critical
questions posed to these communities, such as "Do you want your
model to behave more in this way?", facilitate a more nuanced
evaluation. This method not only assesses model adequacy but
also aligns future model development with the specific needs and
preferences of different user groups, fostering a highly tailored and
community-centric approach to LLM improvement.

Roles and Responsibilities:

(1) Data Contributors: These users are at the heart of our
evaluation ecosystem, directly interacting with LLMs and
contributing invaluable interaction logs. This role is cru-
cial for generating the raw data that feeds both evaluation
tracks. Contributors can enhance their submissions with
tags and annotations, providing crucial metadata that en-
riches the dataset and guides subsequent evaluations and
model refinements.

(2) Data Auditors: Running parallel to the contributions are
the Data Auditors tasked with curating the dataset. They
review submissions based on quality, relevance, and adher-
ence to ethical standards, employing upvotes or downvotes
to signal the value of each contribution. This process not
only maintains the dataset’s integrity but also democratizes
the evaluation process, enabling a community consensus
on the standards and benchmarks for LLM performance.

This dual-track approach offers a dynamic and flexible frame-
work for LLM evaluation, combining the scalability of automated
processes with the depth and contextuality of human judgment. By
leveraging the collective intelligence of our platform’s subcommuni-
ties, we enable a more democratic and inclusive evaluation process.
This not only enhances the quality of the dataset but also ensures
that model development is continually informed by real-world feed-
back and evolving user needs. This crowdsourcing methodology
not only incentivizes participation by offering users a tangible im-
pact on model development but also aligns with the broader goal
of creating more reliable, ethical, and user-centric LLMs.

3.4 Data Curation as a Byproduct of Evaluation
Data curation emerges as a natural byproduct of the evaluation pro-
cess on social platforms designed for LLM auditing. This highlights
an often overlooked opportunity to enhance model performance
through the strategic collection and organization of evaluation data.
As users interact with and evaluate LLMs, their inputs, feedback,
and the contexts of their interactions generate a wealth of data
that, if properly curated, can significantly inform and refine model
training processes.

The act of evaluation itself, especially when informed by diverse
user experiences and insights, leads to the generation of highly
relevant and contextualized data sets. These datasets not only re-
flect a wide range of user needs and preferences but also embody
the nuances of language and interaction patterns across different
domains and demographics. By curating this data, the platform can
create rich, annotated resources that provide invaluable insights
for the fine-tuning of LLMs.

Effective data curation requires a deliberate approach to the de-
sign of evaluation activities and the UI of the platform. Encouraging
users to provide detailed feedback, ask questions, and share their
interaction contexts helps in collecting more granular and action-
able data. Furthermore, integrating prompts or questions that guide
users in reflecting on specific aspects of their interaction with LLMs
can enrich the dataset with targeted insights on model behavior,
user expectations, and potential improvements.

This approach not only facilitates the direct improvement of
LLMs through enhanced training datasets [16] but also contributes
to the broader field of AI research by generating publicly available
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datasets that capture a wide array of human-AI interactions. Such
datasets are invaluable for the development of models that are more
aligned with human needs, ethical standards, and societal values.

3.5 Challenges and Ethical Considerations
As we chart this new territory, several challenges emerge. Ensuring
the authenticity of user contributions, incentivizing stakeholders
to participate from across user distribution to mitigate representa-
tional harm, establishing effective moderation systems to maintain
data quality, determining the appropriate weighting of community
votes, and building user interfaces intuitive enough to facilitate
the entire process are critical considerations. Moreover, the ethical
implications of data collection, privacy concerns, and the need for
mechanisms to anonymize sensitive information must be addressed
rigorously.

The integration of social platforms in the evaluation of LLMs
represents a significant evolution in our approach towards un-
derstanding and improving these complex systems. By leveraging
the collective intelligence and diverse experiences of a broad user
base, we can develop more nuanced, context-aware, and ethically
aligned models. This paradigm shift not only enriches the evalu-
ation process but also democratizes it, fostering a more inclusive
and participatory ecosystem for LLM development.
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